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PROCESS OF NLP

NLP
, NLU , NLG

• NLP : CS
,
AI , computational linguistics

•

Turing test : if a machine behaves in a manner that is

indistinguishable from a human artificially intelligent

• See for more

• Natural language understanding : mapping natural language input
into useful representations and analysing the aspects of the language
- comprehension , sentiment analysis , discover meaning
- semantic and syntactic analysis

- Natural language generation: producing meaningful phrases and

sentences from some internal representation
- Textual data: QQ A pair generation from a given section

- Numerical data: create earning summary from earning calendar
- Pictures : image captioning
- Diagrams : answer generation using applicable ontology



here• More



Challenges - Ambiguity
• Word sense ambiguity

• Pronoun referencing ambiguity

challenges - Scale

• Bible
• Wikipedia
• WWW

I-_-€fI_f----



Probabilistic Model

• Models built from language data

° Pl"Maison" → " house
"

) high
PC" L'avo cat général

"
→

" the general avocado
") low

• Requires knowledge about language , world

• Need to extract features



3 Themes in NLP

3 themes of NLP

J
v

Learning and Relational
,

search and compositional andknowledge
Learning Distributional

Chatbot NLP system

NLU NLG

meaning/% ↳
+extext

UNIX WC Command - word count command - data processing
Command

NLP Ee its neighbours

CS

NLP

Human
Al

Language



Hierarchical attention networks paper

learning 6 knowledge

• ML 6 linguistic knowledge are important to each other

• Identifying stem words cominatim
,
combined

,
combines are

all termed combine

. NLP : combination of Learning 4 knowledge

0

search 4 Learning
• Many NLP problems are optimisation problems

g-- argmax foe, y ;D)
y c- Ycx)

T
parameters

• Search module: search solution space for optimal solution j
Wrt N combinatorial optimisation as NLP tasks are usually discrete)

• Learning module : learn parameters 0 C numerical optimisation as

parameters are continuous)

• Expressive model : when model is capable of making subtle

linguistic distinctions

• Expressiveness is often traded off against efficiency of search

and learning
-

eg: word to word translations make search 4 learning
easy but are not expressive enough to distinguish good
translations from bad ones



• Most NLP systems are not expressive in nature

• complexity of search becomes exponential

Relational
, Compositional and Distributional Perspectives

•

Any element of language (word, phrase , sentence , sound) can be

described from 3 perspectives

1. Relational Perspective :
- consider the word journalist
- journalist is a subcategory of a profession
- anchorwoman is a subcategory of journalist
- journalist performs journalism
- journalism subcategory of writing

- Relational perspective on meaning : basis for semantic

ontologies ceg : WORDNET)

2. Compositional Perspective
- words made of constituent parts
- journalist : journal + ist

-

strength : analyse text without training (can address the

long tail)

3. Distributional Perspective
- words are replaceable by other phrases
-

eg: idioms
- relational Eg compositional models fail here
- meaning constructed from context - distributional properties



• All three critical to NLP but require seemingly incompatible
approaches 4 representations

TYPES of AMBIGUITY

1. Lexical
•

Ambiguity of a single word (multiple meanings for same
word)

- partner
• Eg: She is looking for a match . - matchstick

2. Syntactic
• sentence can be parsed in multiple ways (multiple
meanings for a single sentence)

•

Eg: The chicken is ready to eat . -
is the chicken eating?
- is the chicken to be eaten?

3. Semantic

• meanings of words misinterpreted _
Pole moving

•

Eg: The car hit the pole while it was moving .- car moving

4. Anaphoric
• Referential ambiguity cursing pronouns)
•

Eg: The boy told his father of the theft . He was very
upset . Tbfaofner

5. Pragmatic
• context of a phrase gives it multiple interpretations
- statement is not specific
•

Eg: I like you too .

- like you do

- like someone else does

6. Metonymy
• Phrases in which literal meaning is diff from figurative
assertion



steps in NLP

0 . Phonetics and phonology / tokenisation high ambiguity
1- Morphological analysis
2- Lexical analysis
3- Syntactic analysis
4. Semantic analysis
5. Discourse integration
6. Pragmatic analysis low a'mbiguity

preprocessing

Discourse

0 . Phonetics Ee Phonology

• Phonetics : branch of linguistics that studies the sounds of

human speech
- Phoneme : smallest sound unit in a language that is capable of

conveying a distinct meaning Is of sing , r of ring)

° Homophones : same sound
,
different meanings , different spellings

- alter / altar, sell / cell , bore / boar , lone / loan



•

Homonym/ Homograph: same sound
, different meanings , different

spellings
- bank (money / river)

• Heteronym : different sound , different meanings , same spelling
- minute (small

,
60 seconds)

,
read (past , present tense) , wind Ctwist,

movement of air)

°

Polysemy: coexistence of many possible meanings for a single word

or phrase →
morals

- He is a good man .

He is a good basketball player .
↳ skill

•

Phonology : study of sound structures in language



0 . Tokenisatin

• separating out words from running text

• Throw away certain characters

1. Morphological analysis

• Morpheme : smallest unit of meaning

•

Understanding of diff words according to their morphemes

• study of structure and formation of words

can stand alone

as words

noun
,
verb

prefixes suffixes suffixes



2. Lexical analysis

• Identifying and analysing structure of words

• Lexicon : collection of words Ee phrases in a language

° Divide chunk of text into paragraphs , sentences and words

•

Obtaining properties of a word
- Eg: dog ⇒ image of dog 4 its properties ⇒ 4 leg, carnivore ,
animate

•

Stemming : rudimentary rule - based process of stripping the suffixes

( ing , ly , es ,s etc) from word

• Lemmatisation: organised , step by step procedure to find root form of
word using vocabulary and morphological analysis
- Eg: go , going , went → go
- Better than stemming



3. Syntactic Analysis (Parsing)

°

Analysis of words in a sentence for grammar

•

Eg: The school goes to boy . → rejected by English syntactic
analyser

sentence constructed

from Noun Phrase CNP)

and verb Phrase CVP)

Noun Phrase : article cart)

and noun Cn)

Verb Phrase : verb Cv)

and noun phrase (NP)

• Ambiguity



4. Semantic analysis

• Draws exact meaning from text
,
checks for meaningfulness

• Disregards
"

I am eating hot ice cream
"

• Finding synonyms, word sense disambiguation , constructing 04A
systems , translating from one NL to another

• Must first do morphological 4 syntactic analysis before semantic

analysis

• semantic 4 pragmatic analysis make up the most complex phase
of NLP

5. Discourse integration

•

sense of context

• meaning of a single sentence that depends on surrounding
sentences

.

• Eg: Ram saw a hat . He wanted to buy it .

• Anaphora : use of a word referring back to a word used earlier

in text

• Active 4 passive voice : My house was broken into last week .

They took my TV , knowledge bases

t burglars



6. Pragmatic analysis

• Extra meaning read into text without actually being encoded

• World knowledge , intentions , plans, goals

• Eg:
1. the city police refused the demonstrators a permit because

they feared violence.

2. The city police refused the demonstrators a permit because

they advocated revolution.

- In 1
, they refers to police

-

In 2 , they refers to the demonstrators

• World knowledge in knowledge bases and inference modules to be

utilised

• Interpretation of ambiguity , intent

TEXT NORMALISATION

• Segmenting / tokenising words

• Normalisation of word formats cease conversion)

• Results in smaller vocabulary and smaller feature vectors

• standardisation of numbers (1000/1,000) and dates



Parts of speech

POS

content
' '

Function
words words

words with words without

meaning meaning
stored in explain structural relationships ,

dictionary create grammar

open class generally a
cwords added closed class

q removed)

+ Covid-19 eg: to , of , the
- aerodrome prepositions , pronouns , conjunctions,
nouns

,
verbs

,
determiners

, qualifiers , intensifiers ,
adjectives , adverbs interrogatives

types vs Tokens

I 2 3 4 56 7 8 9 10 11 12

13 14 15 16 17 18

- 18 tokens ( including punctuation) - space delimiter - instance of

type in running text

• 16 types (unique words) - element of vocabulary



Jokenisatioy

•

Breaking up sequence of characters in text by locating word

boundaries .

• In written languages (Chinese, Japanese , Turkish etc) - no explicit
word boundaries in writing system
- word segmentation

• sentence segmentation also a part of preprocessing
- sentence boundaries

• In general , binary classifier to decide if a period C.) marks the

end of a sentence or is a part of a word
- Abbreviation dictionary helpful

• SOTA methods for sentence tokenisatim based on ML

•

Accuracy of tokenisatim affects results of higher level processing

- Problems / ambiguity
- United States

,
AT&T

,
3-year-old

- Prof
. Dr. J. M.

- 123,456.78

• ! , ? - not as ambiguous

•

.

- quite ambiguous
- sentence boundary
- Dr.

,
Inc . (abbreviations)

-
. 2%

,
0.234 (numbers )



' Eg classifier : decision tree

tent normalisation

• Elimination of inflectional affixes C -ed
,

- s suffixes etc.)

• Stemmer: eliminate affixes using series of regex substitutions

• Character-based stemming algorithms : necessarily approximate

T performs better than stammers

• Snowball Stemmer: built on SNOBOL and Porter (same creator as

Porter) - supports many languages - also called Porter 2



- Lenrmatiser: identify underlying lemma of wordform
- avoid over-generalisation errors of stemmer

• Both stemming 9 lemmatisation are language specific

•

stemming and leoumatisatim used in

-

tagging systems
-

indexing
- search engine optimisation CSEO)
- web search results

- information retrieval

• Lemma: dictionary form of words (headword)
- run

,
runs

, ran , running- forms of same lexeme with run as the

lemma

• Lemmatisation takes into consideration of morphological analysis of the
words

- look up dictionary

• lemmatisers are more complex as sometimes Stemmer are

preferred

• Stem: root t derivational morphemes / affixes
-

root : run
, bat, chat

- morphologically complex leg: compound words) : bottle opener
- words with derivational morphemes : blacken , standardize , unkind

• crude chopping of suffixes ; not always acceptable words



https://tartarus.org/martin/PorterStemmer/

N-grams

• n -gram : contiguous sequence of n items from text / speech

• Items: letters
,
words

,
base pairs, phonemes , syllables etc

-

Eg: She was laughing at him .

1-grams : she , was , laughing etc

2-grams: she was
,
was laughing etc

3-grams : she was laughing , was laughing at etc
.

°

n-gram model : type of probabilistic language model for predicting the
next item in the sequence

PORTER STEMMER

•

Stripping of suffixes - varies depending on

- whether stem dictionary used
- whether suffix list with various rules used
-

• Using stem dictionary : difficult , time-consuming

• Instead
, explicit set of suffixes with removal rules

• Simple , rule-based ,
suffix stripping algorithm Cheuristic method)

• Five sets of rules applied in order ; practical method and not

guaranteed to be optimal

• Paper in 1980



Porter Stemmer Definitions

• Consonants : a letter other than A ,E , 1,0 and u and the letter Y

unless it is preceded by a vowel

- consonant : Y in TOY

- vowel : Y in RHYTHM

° Vowel: a letter other than a consonants

Porter Stemmer

• consonant denoted by c
,
vowel denoted by ✓

• A list of consonants of length > 0 is denoted as C

• A list of vowels of length > 0 is denoted as V

• A word has one of four forms

1. CVCV
. . - C

2. CVCV . . .
V

3. VCVC . . .
C

4- VCVC . . .

V optimal
✓ s

•

Generically , [CTVCVC . . . [V]

• Using CVC) {m} to denote VC denoted m times
,

[C] CVC) {m } [V]

-

.

'

.
all words are Cm denotes measure of word or word part)

[C) CVC) {m } [V ]



• Eg: IEOIBIEE

HH :
C CVC) {2}

• m is measure of word or word part

1. m=O (c) [V]
-

eg: TREE , BY

2 . M - I [ C] VC [V7
-

eg : TINY , OATS , TROUBLE
,
IVY

3. m --2 [ C) VCVCCV]
-

eg : TROUBLES ,
PRIVATE

,
EATEN

Rules for suffix Removal

• Form: (condition) S1 → S2

- meaning : if a word ends with suffix 51 and the stem before

Sl satisfies the condition
,
Sl replaced with S2

• condition usually given in terms of m

• Eg : Cm > 1) EMENT →

- SI = EMENT
- S2 = null

- REPLACEMENT → REPLACE

ccvci

- ELEMENT

①c)
'
→ does not satisfy



- MEASUREMENT → MEASUR

ccvc)
'

Porter Stemmer Rule Format

1. m measure of stem

2.
* s stem ends with S cand for other letters)

3. *✓ * stem contains a vowel

4. * d stem ends with double consonant ceg : - TT , -SS)
5. * o stem ends in cvc where second C not W

,
✗
,
or Y Ceg :

- WIL
,
- HOP)

Conditions may also contain logical expressions cand
, or ,

not)

step 1- plurals Ee past participles

"""

?⃝past
tense

,

progressive



• If 2nd or 3rd rules in Ib successful
, following is done

"""

up

replacementsof Y

step 2- Derivational Morphology



Step 3 - Derivational Morphology 11

Step 4- Derivational Morphology 111



step 5- Tidying Up

Why it works

• Better to ignore irregular forms and exceptions instead of making
complicated rules



https://textanalysisonline.com/nltk-porter-stemmer

• Porter stemmers can repair fairly well

•

Online demo :

• Online demo gives :

SPELLING CORRECTION

• Word processing , search engines , texting

• Spelling tasks
-

spelling error detection
-

spelling error correction

3 reasons for

spelling errors

insertion substitution

extra letter deletion
wrong letter

missing letter



Types of spelling errors

1. Non -word errors

- misspelled word is not a dictionary word
-

eg: giraffe → giraffe

2. Real-word errors

•

context has to be learnt

(a) Typographical errors
- rearrangement of letters / wrong letters to form dictionary
word

-

eg : there → three

(b) Cognitive errors (speech input)
- due to homophones/misunderstandings
-

eg: peace → piece
-

eg: two → too

Another form of classification of errors

1- Typographic : typing errors

2. Orthographic : lack of comprehension
3. Phonetic: cognition of listener

Rate of spelling Errors



Categories of spell checking Techniques

1. Non-word
2. Isolated

3. Context

1. Non - word errors
•

Any word not in dictionary
• Larger dictionary better
• Generate candidate real words

- shortest weighted edit distance

- highest noisy channel probability
• Detection of non-words

2- Isolated-word error
• Find nearest meaningful word
' No context required
° Minimum edit distance

, similarity key , rule-based methods
,
N -gram,

Neural networks

3. Real-word / context dependent
• candidate word with similar pronunciation , spelling
•

Choose best candidate with noisy channel, classifier
- context - dependent
• Peace of mind

, piece of my mind

EDIT DISTANCE

• No. of edits to get from source string to destination string
• Operations
- insert

- delete

- substitution



Minimum Edit Distance

• minimum no. of operations required for editing

• Cost of operations Clevenshtein Distance)
- insertion :L

- deletion : I
- substitution : 2

•

Dynamic programming

Q: Transform ✓inter to writers

' winter → winter insert r

e winter → winters inserts

• winters → wrinters substituted ✓→ w

• wrinters → writers delete n

string Alignment

• Global alignment of strings S, and Sz

•

Align Siu Sz such that each char / space in one string is opposite
a unique char / space in another string

• S
,
= qacdbd , Sz = qawxb

s , q a c d b d

Sz q a W X b
-



Algorithm

• Let Dligj) denote edit distance of S, [ I . . - i ] and Szcl . . - j]
- minimum number of edits to transform first i chars of s , to

first j chars of Sz

• Three parts of DP

-

recurrence relation
- tabular computation
- traceback

i. Recurrence relation

Dci
, ;) = min { Dli -1 ,j) -11 , deletion

Dci
, j- 1) + 1

,
insertion

Dci -1
, j
- 1) + tci

,;) Substitution

}
L

S
,
[it = Szcj ] ⇒ tcijj )=O

else ⇒ tli, ;) -- l or 2

• Initialisatin

Dci ,o)=i i deletions

DLO ,j)=j j insertions

• Termination

Dcn ,m) is distance

2- Tabular computation

• Bottom-up approach to compute Dcn ,m) using Dci,j) for smaller

i. j



Q: S
,
= HELLO

, Sz= ELDER
,
use Levenshtein dist Csubs __ 27

target j
# E LD E R

# 0 I 2 3 45
d

It I -5 DCH
>
E) = DC#

>
E) + del = 2

source E 2 ☐ ( H >E) = DC# , #) -1 sub (4)E)= 2
i L 3

L 4 DCH
>
E) = DCH

,
#> + ins = 2

0 5



target j
# E LD E R

# 0 I 2 3 45
Sd DCH, El)= DC#, EL) -1 del =3

It I 2→

source E z
DCH> EL)= DC#, E) 1- sub (1-1,1)=3

i L 3 DCH
>
EL) = DCH >

E) tins =3

L 4

0 5

target j
# E LD E R

# 0 I 2 3 45

It I 2 3 45 6

source E 2 I 2 3 45

i L 3 2 1 2 34

L 4 3 23 4 5

05 4 3 45 ⑥



3. Traceback

del i

n→e

c- → re

ins caftere
n→u

complexity

• Time : Ocnm)
• Space : Ocnm)
• Backtrace : och-1m)



Weighted Edit Distance

• Some letters more likely to be mistyped lie → ei , close by on

keyboard)

-

Frequency of substitution

NOISY CHANNEL MODEL for SPELLINGS

• Most probable correct word from a misspelled word can be

computed by
1. Generating possible correct words with some edit distance

model

2. Estimating prior and likelihood probabilities using a language
model

3. Computing posteriors and MAP using Bayes Theorem



•

Noisy Channel Model : framework used in Q&A systems , machine
translators

, spell checkers etc
.

• Goal : find intended word from misspelled word

• Probabilistic model to generate list of probable words

• Given an alphabet 8 , let E*= set of all finite strings over E

• Let dictionary D of valid words be some subset of E*
,

☐ c- E*

• The noisy channel is the matrix M
,
where every entry Mwx

is the probability that ✗ c- E't is the noisy word obtained

as output given that WED is the true word

Mwx = Pczelw)



• The noisy channel model is a kind of Bayesian inference

• Out of all possible words in the dictionary D , we want to predict
the true word w such that Pcwlx) is highest

Ñ=
argmax Pcwlx)
WED I posterior

• Bayes theorem noisy channel / likelihood/
error model

t
Ñ = argmax Ptrlw)

PCW) c- prior
WED PGC)

Ñ =

argmax Pcxlw> PCW)

WED

Damerau- Levenshtein's Distance

• Possible edits

1. Insertion

2. Deletion

3. Substitution
4. Transposition of 2 adjacent letters



• -801. of errors are within edit distance I

• Almost all are within edit distance 2

• Allow insertion of space and hyphen
- thisidea → this idea

y
language model

I: confusion matrix and candidate corrections for the misspelling
"

actress
"
- assuming edit distance of 1

. PCW) - prior- computed from unigram language model ( COCA)



https://aclanthology.org/C90-2036.pdf

^ Likelihood / channel model - PGCIW)
- local context

-

corpus of errors

• 4 confusion matrices used to predict PCN/ W) (likelihood)

• From



https://www.dcs.bbk.ac.uk/~roger/corpora.html

https://norvig.com/ngrams/

Sources of data

•

Roger Mitton :

° Peter Norvig:

Estimation of Pcxlw)

• della
, , Wz] = count Gliwz typed as up



Using a Bigram Language Model

Real Word Errors

• Generate candidate set containing
- the word itself

- all single- letter edits that are in the dictionary
- homophones

• Choose best candidates
-

noisy channel model
- task- specific classifier

NOISY CHANNEL MODEL for REAL WORDS

• Given a sentence w
, > Wz , Wz , . . - , Wn

• Generate a set of candidates for each word Wi
- candidate Cw ,) = {W , , Wi , w ,

"

>
W
,

" '

,
. . .
}

- candidate Cwz) = {Wz, Wi , Wi , Wi
"

,
. . .
}

- candidate Cwz) = {Wz , Wz
'

, Wz
"

, Wz
"'

,
. - . }



- choose sequence that maximise PCW)

• Make simplifying assumption: only one misspelled word in each

sentence

•

Find W that maximise PCW)

W= two of the



•

Probability of No Error - PC the 1 the)

• Channel probability for a correctly typed word

•

Noisy channel scores every sentence

Ñ = argmax PCWIX)
WECCX)

• can use uni
,
bi or trigram probability of the sentence to

compute PCW)

compute Channel Model Probability Plxlw)

• a - real word error probability of
f no error

• Let channel model Ptrlw) =L when ✗ = W

• Distribute 1-2 evenly over all other candidate corrections CGC)

→ no error [✗ decided by design)

→ candidate errors

equally likely

• For the above example two of thew
, using 3-gram stupid

Backoff model trained on Google n-grams



state - of - the
- Art systems

• Autocorrect (confident in correction)

• Give best correction (less confident)

• Give correction list (even less confident)

• Flag as error Cunconfident)

•

weigh probabilities

Ñ =

argmax Pcxlw) PCW)
"

• Learn ✗ from development test set

• Phonetic error model



• Improvements to channel Model

1- Richer edits - Brill and Moore
,
2000

ent -> ant

ph → f

Le → at

2. Incorporate pronunciation into channel - Toutanova and Moore
,
2002

• Classifier - based methods for specific pairs etc

- weather / Whether


